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ABSTRACT
Conference and video telephony, home automation and
surveillance appliances use microphone arrays for lo-
calisation of sound sources. It is therefore of interest
to study different algorithms with respect to implemen-
tation and performance in real environments. Three
algorithms have been employed in this study: Coher-
ent Wideband Root-MUSIC and near-field and far-field
versions of an algorithm based on Steered Response
Power - Phase Transform. Results show that Root-
MUSIC is the most computationally efficient. However
due to simplistic model assumptions it fails in highly
reverberant environments. The two algorithms employ-
ing Steered Response Power - Phase Transform main-
tain good performance measures even under reverber-
ant conditions and low signal to noise ratios.

1. INTRODUCTION

Localisation of sound sources is an important feature
in several growing areas of technology, such as Con-
ference and video telephony, home automation and
surveillance. As such it is used in conference and video
telephony to find the active speaker.This information
is then used to direct beamformers and steer cameras.
Localisation of sound sources is also required in au-
tomatic surveillance equipment in order to track the
movement of people and vehicles, and furthermore to
steer surveillance cameras.

The direction of arrival (DOA) for a sound source
is calculated from the time delay of arrival (TDOA)
of a sound wavefront across a given microphone pair,
using simple trigonometry. Early methods to calcu-
late the TDOA were based on cross-correlation esti-
mation in the time [1] or frequency [2] domains from
a single pair of sensors. The time-domain approach
was abandoned due to poor resolution, but the fre-
quency domain approach was extended and applied to
microphone pairs by Rabinkin [3], and later applied to
microphone arrays by Silverman and Brandstein [4].
Their work has underpinned the development of the
two SRP based algorithms considered here.

In parallel, model based narrow-band DOA estima-
tion methods such as Root-MUSIC [5] were developed
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and applied to sonar and radar signals. Advances in co-
herent wideband processing [6] and shaped response
interpolation (SRI) [7] has made it possible to apply
narrow-band algorithms to wideband data. These ad-
vances are used as a means to apply Root-MUSIC to
microphone array DOA estimation.

In this paper three DOA estimation algorithms have
been implemented and evaluated on a standard per-
sonal computer (PC) equipped with a multi channel
sound card. This means that the evaluation has been
done under realistic conditions. The implementation
use DFT filterbanks to realise the frequency transfor-
mation. The investigated algorithms are:

1. Root-MUSIC using coherent wideband process-
ing via SRI. Root-MUSIC is a far-field, narrow-
band DOA estimation algorithm which is compu-
tationally very efficient.

2. Steered Response Power - Phase Transform
(SRP-PHAT), finds the maximum likelihood esti-
mate of the source position with respect to radius
and DOA using a simple free-space model.

3. Far-field SRP-PHAT [8], is a simplification of
SRP-PHAT. It operates on the same basic prin-
ciple as SRP-PHAT but assumes a far-field source
model and will thus only estimate the DOA of a
sound source.

The evaluation is performed using simulated data from
a free-space model and real data from a real room. The
accuracy of the algorithms is measured using the root
mean square error (RMSE) between DOA estimates
and true DOAs.

2. SIGNAL MODEL

ConsiderL sound sources, placed at the positions
q` = [ρ`, θ`]; ` = 1, 2, . . . , L, whereρ andθ denotes
radius and angle respectively. Sound originating in a
source, denoteds`(t), impinges on an uniform linear
array (ULA) of I microphone elements, placed at the
positionspi = [ρi, θi]; i = 1, 2, . . . , I, with an inter-
element spacingd. Each of the elements are corrupted
with noiseηi(t), which is considered to be spatially
and temporally uncorrelated with the sound sources.
The impulse response between a sound source atq`

and array element no.i is denotedhi(t,q`), and is con-
sidered to be stationary over short time periods. The



microphone signals,xi(t) are defined as

xi(t) =
L

∑

`=1

s`(t) ∗ hi(t,q`) + ηi(t), (1)

for i = 1, 2, . . . , I. In practise the signals are band lim-
ited and sampled, and are denotedxi[m] = xi(mT ).

The general assumption is thathi(t,q`) will consist
of a series of delayed impulses, decreasing in ampli-
tude over time. The algorithms presented in this paper
operate under the assumption that the dominant com-
ponent ofhi(t,q`) is the direct path between the sound
source and the microphone array. In an ideal, free-
space scenariohi(t,q`) will containonlya direct path.
In this case, the frequency transfer function is defined
for a source at any pointq in space as

Hi(f,q) =
ej2πfτi(q)

4πcτi(q)
(2)

wherec is the speed of sound, andτi(q) is the propaga-
tion delay in seconds between pointq and microphone
elementpi. The propagation delay is defined accord-
ing to

τi(q) =
||pi − q||

c
. (3)

Using Eq. 3 we can define thetime difference of arrival
between the two sensorsa andb as

τa,b(q) = τa(q) − τb(q) (4)

In the far-field of an array apart from a common bulk
delay and attenuation, Eq. 4 becomes

τa,b (q̂) =
1

c
(pa − pb)

T
q̂ =

d sin(θ)

c
(a − b), (5)

where q̂ is a unit vector dependent only onθ, and
Cartesian coordinates are used.

2.1. Array Covariance

The main parameter of interest in DOA estimation is
the cross power spectral density (PSD) between the
output signals of any two microphone pairs. For the
entire array, this information is contained in the spatial
covariance matrixRx.

Let h(f,q) denote thearray response vectorde-
scribing the transfer function from a pointq to every
microphone in the array

h(f,q) =
[

H1(f,q) H2(f,q) · · · HI(f,q)
]T

(6)

and define the array output vector,

x(t) =
[

x1(t) x2(t) · · · xI(t)
]T

(7)

Since the source and noise processes are uncorre-
lated, the frequency dependant spatial covariance ma-
trix is given by

Rx(f) = F
{

E
[

x(t)xT (t)
]}

= H(f)Rs(f)HH(f) + Rη(f)
(8)

whereRs(f) is anL×L matrix of source cross-PSDs,
Rη(f) is anI×I matrix of noise cross-PSDs andH(f)
is the transfer function matrix, defined forL signals as

H(f) =
[

h(f,q1) h(f,q2) · · · h(f,qL)
]

. (9)

In the absence of noise, the cross PSD between mi-
crophonesa andb for a single, near-field source atq`

with PSDS`(f) is given by

Sa,b (f,q`) = Ha(f,q`)H
∗
b (f,q`)S`(f)

=
ej2πfτa,b(q`)

(4πc)
2
τa(q`)τb(q`)

S`(f)
(10)

The parameter of interest is the normalised relative
phase response between two sensors, given by

ψa,b(f,q) = ej2πfτa,b(q). (11)

3. ALGORITHMS

The microphone signalsxi[m] are transformed into
frequency domain signals using a DFT filterbank. The
output signals from the transformation are denoted
X

[k]
i [n], wherek = 1, 2, . . . ,K is the subband index.

These signals can be used to formulate an estimate of
the spatial covariance matrix according to

R̃[k]
x [n]=(1−α)R̃[k]

x [n−1]+αX[k][n]
[

X[k][n]
]H

(12)

whereα is the forgetting factor andX[k][n] is defined
according to

X[k][n] =
[

X
[k]
1 [n] X

[k]
2 [n] · · · X

[k]
I [n]

]T

.

(13)
The estimated spatial covariance matrix is used by the
localisation algorithms to estimateq` (or far-field q̂`).
An illustration of the system is presented in Fig. 1.
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Fig. 1. System block diagram.

3.1. Steered Response Power - Phase Transform

The relative phase response matrixΨ[k](q) is defined
using the relative phase response for all sensor pairs in
the array. For sample frequencyFs,

[

Ψ[k](q)
]

a,b
= ψa,b

(

kFs

K
,q

)

. (14)

Let Ψ̃[k][n] denote an estimate of the phase response
matrix for all sensor pairs and frequency bands. It is



calculated by normalising the elements of the spatial
covariance matrix by their magnitude as

Ψ̃[k][n] = R̃[k]
x [n] ®

∣

∣

∣
R̃[k]

x [n]
∣

∣

∣
(15)

where® denotes element-wise division, and| · | de-
notes element-wise absolute value. The normalisation
of the array covariance matrix is referred to as phase
transform (PHAT) [2].

For a single source environment with a sound source
at pointq, Ψ̃[k][n] will be an estimate ofΨ[k](q), but
with amplitude and phase perturbations due to rever-
beration and background noise.

An estimate of the dominant component ofΨ̃[k][n]
for all frequency bandsk can be calculated using the
relative phase response matrix from Eq. 14 according
to

q̃[n]=arg max
q

(

K
∑

k=1

1

(

Ψ̃[k][n]¯
[

Ψ[k](q)
]H

)

1T

)

(16)
where¯ denotes element-wise multiplication and1 is
a vector of ones withI elements. This optimisation
is a model fit ofΨ[k](q) to Ψ̃[k][n], and results in an
estimate of the source positionq.

Depending on near-field or far-field conditions
Eq. 16 is maximised over one or two variables. As
such, it is maximised over[ρ, θ] for SRP-PHAT but
only over one variable,θ for Far-Field SRP-PHAT.

3.2. Coherent Wideband Root-MUSIC

If each subband is sufficiently narrowband,̃R
[k]
x [n]

will approximate Eq. 8,

R̃[k]
x [n] ' H[k]R[k]

s

[

H[k]
]H

+ R[k]
η (17)

whereH[k], R
[k]
s andR

[k]
η are the sampled values of

the continuous frequency variables in Eq. 8. The ap-
proach used here applies array interpolation at each
subband to give

g (q̂) ' T̆[k]h[k](q̂) ; k = 1, 2, . . . ,K (18)

whereh[k](q̂) is the sampled array response vector and
g (q̂) is the response vector of avirtual array which
is independent ofk. To allow the application of root-
MUSIC, the virtual array is by necessity uniform lin-
ear.

The SRI [7] optimum interpolation matrix̆T[k] is
designed using the least-squares problem formulation

T̆[k] = arg min
T[k]

∫

{q̂}

∥

∥

∥
T[k]h[k](q̂) − g(q̂)

∥

∥

∥

2

dq̂. (19)

Applying interpolation to the spatial covariance ma-
trices (Eq. 17), and summing over all frequency bands
yields

U[n] =
K

X

k=1

wkT̆
[k]

R̃
[k]
x

[n]
h

T̆
[k]

iH

=

K
X

k=1

wkT̆
[k]

H
[k]

R
[k]
s

h

T̆
[k]

H
[k]

iH

+ T̆
[k]

R
[k]
η

h

T̆
[k]

iH

' GRsG
H + N,

(20)

whereG =
[

g(q̂1) g(q̂2) · · · g(q̂L)
]

, wk is a
scalar weight applied to thekth subband data,Rs is
the combined signal covariance matrix andN is the
combined noise covariance matrix.

The Root-MUSIC [5] algorithm can now be applied
to the matrixU[n]. Let {e1, e2, . . . , eP } denote the
eigenvectors ofU[n], ordered with regards to their
corresponding eigenvalue magnitude. The eigenvec-
tors{e1, e2, . . . , eL}, span what is commonly termed
the signal subspaceand the remaining eigenvectors,
{eL+1, eL+2, . . . , eP } span thenoise subspace.

Assuming the signals are not highly correlated and
noise pre-whitening is applied toU[n], theL response
vectors inG will be orthogonal to the noise subspace.
Thus if P is a projection matrix onto the noise sub-
space ofU[n],

‖Pg(q̂`)‖
2

= 0 ; ` = 1, 2, . . . , L (21)

The zeros of Eq. 21, are found by solving for the roots
of a2(P − 1) order polynomial.

4. PERFORMANCE EVALUATIONS

The three localisation algorithms described above are
implemented in software executed in realtime on a PC.
The microphone array consists of eight elements which
are mounted on a metal fixture with an inter-element
distance of 40mm. The microphones are connected
to the PC via a pre-amplifier. The microphone el-
ements, model 2541/PRM902, and the pre-amplifier,
model 2210, are from Larson Davis.

In the following evaluation, the estimation error is
presented as RMSE in radians, calculated according to

RMSE =

√

√

√

√

1

N

N−1
∑

n=0

(θ̃[n] − θ)2, (22)

where θ̃[n] are the estimated DOAs produced by the
algorithm andθ is the actual DOA. The evaluations are
performed usingN > 1000 estimates.

4.1. Robustness to Reverberation and Noise

The algorithms are evaluated in terms of robustness to
reverberation and background noise power. The eval-
uation is performed in a real room and using synthe-
sised input. In both environments the stimuli is female
speech from a positionq = [1.5m, 2.0rad].

The room has the dimensions 3.1m×3.5m×2.2m
and the walls are partly covered with acoustic foam
panels to reduce reflections coming from behind the
microphone array. A semi-diffuse noise field was cre-
ated in the room by playing white noise through two
loudspeakers placed behind baffles in the corners of the
room, facing away from the array.

The synthesised input is generated using a free space
model, with spatially white noise added to the sensor
elements. The noise is Gaussian with the same spectral
contents as the background noise in the real room.



The RMSE versus SNR for the two scenarios is
shown in Figs. 2 and 3. The evaluation is performed
with a forgetting factorα = 0.1. The SNR is cal-
culated by averaging the power at all microphone el-
ements, over the frequency range 300 to 3400Hz. Fur-
thermore, the figures show that the SRP-based algo-
rithms are more robust than Root-MUSIC to noise
and reverberation. At the given distance to the sound
source the far field SRP-PHAT algorithm have an er-
ror of less than 300mm at 0dB SNR in the real room
environment. The minimum RMSE is limited by the
diameter of the loudspeaker in the real room environ-
ment.
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Fig. 2. RMSE versus SNR for female speech in free
space model.
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Fig. 3. RMSE versus SNR for female speech in real
room environment.

4.2. Computational Complexity Evaluation

The computational load was evaluated by measuring
the average number of clock-cycles taken for an algo-
rithm to complete one position estimate for different
number of subbands. The results showed that Root-
MUSIC has the lowest computational load followed
by Far-Field SRP-PHAT, which has 3-15 times higher
computational load than Root-MUSIC. SRP-PHAT has

a computational load nearly 20-100 times higher than
Root-MUSIC.

5. CONCLUSIONS AND FUTURE WORK

Three localisation algorithms have been implemented
in a real-time system and evaluated using a microphone
array. The algorithms were evaluated with regards to
robustness and computational load.

The results show that the two versions of SRP-PHAT
have nearly identical performance with regards to ro-
bustness. However, the computational complexity of
SRP-PHAT is more than 10 times that of Far-Field
SRP-PHAT.

Root-MUSIC has the lowest computational com-
plexity, but demonstrates comparatively poor robust-
ness to reverberation and low SNR. As such the Root-
MUSIC is extremely sensitive to parameter settings
and the results presented above were obtained after
considerable experimentation. In contrast the SRP-
PHAT algorithms are comparatively insensitive to pa-
rameter adjustments.
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