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ABSTRACT

The image-source method has become a ubiquitous tool in many

fields of acoustics and signal processing. A technique was recently

proposed to predict the energy decay (energy–time curve) in room

impulse responses simulated using the image-source model. The

present paper demonstrates how this technique can be efficiently

used to determine the enclosure’s absorption coefficients in order

to achieve a desired reverberation level, even with a non-uniform

distribution of the sound absorption in the room. As shown in

this work, classical expressions for the prediction of an enclo-

sure’s reverberation time, such as Sabine and Eyring’s formulae,

do not provide accurate results when used in conjunction with

the image method. The proposed approach hence ensures that the

image-source model effectively generates impulse responses with

a proper reverberation time, which is of particular importance, for

instance, for the purpose of assessing the performance of audio

signal processing algorithms operating in reverberant conditions.

1. INTRODUCTION

Together with other modeling techniques of room acoustics such

as ray and beam tracing, the image-source model (ISM) [2] rep-

resents a principle of considerable importance for the engineering

and acoustics research community. An important practical appli-

cation of the image-source concept is related to the performance

assessment of various signal processing algorithms operating in

reverberant environments. To name but a few examples, the ISM

approach has been used in order to validate algorithms for blind

source separation [3], channel identification and equalization [4],

acoustic source localization and tracking [5], speech enhancement

[6], as well as various other array signal processing techniques

[7, 8]. In such a context, the ISM is typically used to test the con-

sidered algorithm in order to determine its robustness against in-

creasing levels of environmental reverberation. For the sake of a

fair and consistent comparison, it is hence important to ensure that

all algorithms are assessed using the same measure of reverbera-

tion across all simulations. However, and although not usually ad-

dressed in the literature, a significant issue during this assessment

process is related to predicting the reverberation time (RT) in the

room impulse responses (RIRs) generated with the ISM.

In the recent literature [5, 6], a common approach to this as-

sessment process is to use well-established RT formulae, such as

Sabine or Eyring’s equations, to determine the enclosure’s reflec-

tion coefficients from a desired reverberation level. The RIRs are
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then generated with the ISM technique, and the algorithm’s perfor-

mance results are finally displayed against the desired RT value.

As shown in the present paper however, this approach is subject to

large inaccuracies. Consequently, a significant risk exists that the

performance results are ultimately presented for a reverberation

level that does not correspond to the actual testing conditions.

An alternative approach chosen by several authors is to present

the performance results versus the room’s reflection coefficient it-

self [3, 4]. However, contrary to more intuitive parameters such as

the reverberation time T60 for instance, this way of presenting the

results does not provide much insight into the practical reverbera-

tion characteristics of the considered environment.

The present paper details how the energy-decay approxima-

tion method recently proposed in [1] can be implemented to pro-

vide an effective solution to the above problem. Since this ap-

proach is based on a direct estimation of the energy decay curve

(EDC) resulting from the ISM computations, it provides an un-

equivocal correspondence between the enclosure’s reflection co-

efficients and the resulting reverberation time, without requiring

time-consuming ISM computations. The paper first presents a brief

review of the ISM principle and the EDC approximation method of

[1]. Section 3 then describes the proposed RT prediction technique

based on this EDC approximation, as well as several classical RT

formulae for comparison purposes. The proposed approach is then

validated with experimental simulations in Section 4.

2. REVIEW OF BASIC CONCEPTS

2.1. Image-Source Model

1) Original Approach. Allen and Berkley’s implementation of

the image-source method [2] is a well-established algorithm for

generating simulated RIRs in a given room. Assume that a Carte-

sian coordinate system (x, y, z) is defined in the considered en-
closure, and let ps = [xs, ys, zs]

T and pr = [xr, yr, zr]
T denote

the positions of a source and a receiver, respectively. Similarly, let

r = [Lx, Ly , Lz]
T represent the vector of room dimensions, with

length Lx, width Ly and height Lz . The acoustical property of

each surface in the enclosure can be characterized by means of a

sound reflection coefficient β, related to the absorption coefficient
α according to α = 1 − β2. The reflection coefficients for each

surface are denoted βx,i, βy,i and βz,i, with i ∈ {1, 2}.
The RIR from the source to the receiver is determined by con-

sidering image sources on an infinite grid of mirrored rooms ex-

panding in all three dimensions. With the tripletsu = (ux, uy , uz)
and v = (vx, vy , vz) used as parameters controlling the image-
source indexing, the RIR h(·) follows as [2]

h(t) =
X1

u=0

X∞

v=−∞
A(u,v) · δ

`
t − τ (u,v)

´
, (1)
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where A(u,v) is the amplitude factor and τ (u,v) the time de-
lay associated with the path to the receiver from the image source

with indices (u, v), and δ(·) denotes the Dirac impulse function.
For conciseness, the sum over u (respectively v) in (1) is used to

represent a triple sum over each of the triplet’s internal indices.

2) Frequency-Domain Computations. When dealing with dis-

crete-time signals, subsample time delays can be achieved by car-

rying out the ISM computations in the frequency domain. The RIR

then results as the inverse Fourier transform of the frequency data:

h(t) = F−1
n X1

u=0

X∞

v=−∞
A(u,v) · e−jω τ(u,v)

o
, (2)

with j =
√
−1 and the frequency variable ω. For band-limited

and time-sampled signals, this approach essentially represents the

frequency-domain equivalent to Peterson’s method [9].

3) Negative Reflection Coefficients. Given a specific absorp-

tion coefficient α, the corresponding reflection coefficient follows
as β = +−

√
1 − α. The original ISM implementation uses the pos-

itive β definition. It was however shown in [1] that the frequency-
domain approach used in conjunction with positive β coefficients
typically leads to RIRs presenting an anomalous tail decay. On the

other hand, using the negative β definition achieves better practi-
cal results, with the RIRs looking more like practically-measured

transfer functions recorded in a real acoustic environment. The

EDC approximation method proposed in [1] is therefore based on

frequency-domain ISM computations using the negative definition

of the β coefficients, which effectively implements a phase inver-
sion upon every sound reflection. This can be seen as a special

case of an angle-dependent definition of the reflection coefficient,

which can become negative for a certain range of incidence angles.

4) Energy–Time Curve. Given a RIR h(t) computed for a
specific environment according to (2), the energy decay envelope

E(t) can be computed using a normalized version of the Schroeder
integration method:

E(t) = 10 · log10

„ R
∞

t
h2(ξ) dξR

∞

0
h2(ξ) dξ

«
. (3)

This expression can then be used as a basis for deriving an estimate

of the reverberation time, such as T20 or T60 for instance.

2.2. Energy Decay Approximation

The EDC approximation method proposed in [1] is based on the

following approach. Similarly to a ray-tracing model, each image

source in the ISM technique can be seen as releasing a single sound

“particle” (impulse) travelling in the direction of the receiver at the

speed of sound. Each particle carries a unit amount of acoustic en-

ergy, which decreases upon each reflection on a boundary surface

and as a function of the distance travelled to the receiver. Upon

reaching the receiver, these sound impulses are then added at the

corresponding time lags to create the RIR. As a result, the value of

the energy impulse response1 hE(t) corresponds to the addition of

1The subscript “E ” emphasizes the fact that the current developments
are based on acoustic energy rather than power.

the energy contributions ai(·) from all the image sources located
on, or very close to a sphere of radiusR = c ·t around the receiver,
with c denoting the sound velocity:

hE(t) =
X

i∈Is

ai(R, r, βx,1, . . . , βz,2) , (4)

where Is represents the index set of the sources located on the

considered sphere. The energy contribution ai(·) of the i-th im-
age source can be easily approximated on the basis of its known

position on the sphere. The basis of the proposed EDC approxi-

mation is then to consider (4) as a Riemann sum that can be repre-

sented as the integral of a continuous function a(·) over the entire
sphere. The solution to this integral then leads to a closed-form

estimate ĥE(·) ≈ hE(·) of the energy transfer function, repro-
duced from [1] for convenience in (5) at the top of this page, with

γ = 0.5772157. . . the Euler–Mascheroni constant, Ei(·) denoting
the exponential integral, the average room dimension r̄ = (Lx +

Ly + Lz)/3, and Bξ = (βξ,1βξ,2)
c·t/Lξ , for ξ = ‘x’, ‘y’, ‘z’.

From (3), the EDC approximation then follows as

bE(t) ≈ 10 · log10

„ P
∞

i=0 ĥE(t + iT )
P

∞

i=0 ĥE(t0 + iT )

«
, (6)

where t0 represents the time lag of the first value in the approxima-
tion curve. An example of numerical result is shown in Figure 1,

which displays a typical EDC obtained from ISM computations to-

gether with the curve obtained using (6). If necessary, readers are

referred to [1] for more details on this approximation method.

3. REVERBERATION-TIME PREDICTION

This section demonstrates how the proposed EDC approximation

method can be used to determine the values of reflection coeffi-

cients achieving a desired reverberation time (RT) in a given enclo-

sure. For comparison purposes, this work also considers the results

obtained with some classical RT prediction formulae.

3.1. Preliminaries

Consider an enclosure where each boundary surface is assigned an

absorption coefficient as follows: αx,1 , α1, αx,2 , α2, αy,1 ,

α3, and so forth. For the sake of clarity, it is assumed that the

coefficients are identical for each pair of opposing walls, i.e.,α1 =
α2 , ᾱ · wx, α3 = α4 , ᾱ · wy, and α5 = α6 , ᾱ · wz , where

wx,wy andwz are absorption weighting factors for the walls in the

x, y and z dimension, respectively. This representation allows for
clearer derivations related to non-uniform absorption coefficients,

which can be simply characterized in terms of the single parameter

ᾱ used in conjunction with the weights vector w = [wx, wy , wz],
or alternatively, the weighting ratios (wx : wy : wz) ≡ (α1 : α3 :
α5). It must be stressed however that this restriction is without loss
of generality as the derivations presented here as well as in [1] are

also valid for the case where all coefficients have different values.

In the following, the reverberation time will be characterized

using the T20 parameter, defined in this work as the time required
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Figure 1: Measurement of T20 from the proposed EDC approxi-

mation curve (dashed line), simulated for non-uniform reflection

coefficients, r = [3.2m, 4m, 2.7m]T, ps = [1.1m, 1m, 1.2m]T,
and pr = [2m, 3m, 2m]T. The solid line is the EDC obtained from
ISM computations for the same setup.

by the RIR energy E(·), defined by (3), to decay from −5dB to
−25dB:

T20 = E−1(−25) − E−1(−5) , (7)

whereE−1(ξ) corresponds to the time lag tξ for whichE(tξ) = ξ.
The reason for using T20 instead of the more common T60 pa-

rameter is solely in order to reduce the computational load when

measuring the reverberation time in a series of simulated RIRs in

Section 4. By using the parameter T20 instead of T60, it is only

necessary to compute the EDC down to −25dB (or slightly be-
low), which involves significantly less image sources during the

RIR computations. It is however emphasized that the present de-

velopments are valid for any quantity of interest defined on the

basis of the EDC, such as T60, T30, early decay time, etc.

3.2. Classical RT Formulae

Previous literature works have made extensive use of well-known

RT formulae to solve the problem under consideration. Many RT

expressions can be found in the acoustics literature [10], and the

present work investigates some of the most commonly used defini-

tions, namely Sabine, Eyring, Millington and Fitzroy’s formulae:

T60,Sab(ᾱ, w) =
0.161 · VP6

i=1 Si αi

, (8)

T60,Eyr(ᾱ, w) =
0.161 · V

−S · log
`
1 − P6

i=1 Si αi/S
´ , (9)

T60,Mil(ᾱ, w) =
0.161 · V

−P6
i=1 Si · log(1 − αi)

, (10)

T60,Fit(ᾱ, w) =
0.161 · V

S2
·

„
−2LyLz

log
`
1 − (α1 + α2)/2

´ −

2LxLz

log
`
1 − (α3 + α4)/2

´ − 2LxLy

log
`
1 − (α5 + α6)/2

´
«
, (11)

where V represents the room volume, S is the total surface area of
the enclosure, and Si, i ∈ {1, . . . , 6}, are the surface areas of each
individual wall. Because the expressions in (8)–(11) were derived

on the basis of the average sound absorption within the room, or

assuming a homogenous spatial distribution of the sound energy

(diffuse field), they implicitly assume a linear energy decay in the

resulting EDC. It follows that for each of these cases, the T20 value

is simply defined as T20,(·)(ᾱ, w) = T60,(·)(ᾱ, w)/3.
Given a specific weighting vectorw, the problem of determin-

ing the value of ᾱ that achieves a desired RT value, denoted here
as T20,des, can be seen as a nonlinear optimization problem:

ᾱ(·),des = arg minᾱ∈[0,1]

˛̨
T20,des − T20,(·)(ᾱ, w)

˛̨
. (12)

This minimization problem is here solved numerically using a gol-

den section search algorithm with parabolic interpolation.

3.3. RT Prediction using the EDC Approximation

The EDC approximation method described in Section 2.2 can be

used in a straightforward manner for the purpose of RT prediction.

As depicted in Figure 1, the numerical value of T20,EDC(ᾱ, w) for
a given absorption parameter ᾱ and weighting vectorw is obtained
by simply computing the EDC approximation curve according to

(6), and determining the corresponding RT value directly from it.

A first-order interpolation between points is also used in this pro-

cess to refine the estimate. Using this approach, the value of ᾱ
yielding the desired reverberation time T20,des is finally obtained

as the solution to the same optimization problem as given by (12).

4. EXPERIMENTAL SIMULATIONS

1) Numerical Results. The RT prediction accuracy of the classical

formulae in (8)–(11) as well as the method proposed in Section 3.3

is assessed as follows. Given a specific target reverberation time

T20,des and weight vector w, the absorption parameter ᾱ is deter-
mined for each method via (12). The image-source model is then

used with the resulting ᾱ value to generate a number of RIRs in the
considered environment, and the “true” reverberation-time value

T20,meas is measured directly from each RIR using the definition in

(7). For the proposed EDC approximation method, the frequency-

domain ISM algorithm with negative reflection coefficients is used

to simulate the RIRs, as described in Section 2.1. Peterson’s im-

plementation [9] of the ISM algorithm with positive reflection co-

efficients is used with the classical RT prediction methods, which

represents the approach that is currently widely used in the litera-

ture. The resulting error ε is then simply defined, for each RIR, as
ε = |T20,des−T20,meas|. For a given T20,des, this process is repeated

for a total of 30 randomly selected source and receiver positions, in

each of eight different rooms, with volumes ranging from 20.25m3

to 202.5m3. Figure 2 presents the root-mean-square error (RMSE)

ε̄ for each method, averaged over the K = 240 resulting error
values:

ε̄ =

r
1

K

XK

k=1
ε2

k , (13)

where εk represents the error value for the k-th simulation. Each
plot in Figure 2 presents the results obtained with different ratios

(wx : wy : wz) of absorption coefficients, representing various
levels of non-uniform sound absorption. Note that the omitted part

of the curves corresponds to RT values that are not “physically”

achievable given the considered room r and weighting vector w.

2) Discussion. Figure 2 shows that the proposed EDC ap-

proximation method is able to maintain a low level of error for

the considered test scenarios, and provides the best results among

the five considered T20 prediction methods. None of the classical
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Figure 2: T20 prediction error for each considered method. The

absorption coefficient ratios (wx : wy : wz) are defined as (a)
(1.0 : 0.8 : 0.6), (b) (1.0 : 0.6 : 0.3), and (c) (1.0 : 0.5 : 0.1).
Note the different scale of the RMSE axis in each plot.

formulae is able to provide a consistently low level of estimation

error, and for most of them, the error becomes larger as the desired

RT value increases. This consequently raises some doubts regard-

ing their usefulness in predicting the reverberation level in simu-

lated RIRs, which can be regarded as being of some concern since

many publications have been published which provide some sort

of performance results based on these formulae (see, e.g., [6–8]).

5. CONCLUSION

This paper demonstrates that the recently proposed EDC approx-

imation method can be used as an efficient tool in the process

of assessing the performance of acoustic signal processing algo-

rithms, evaluated on the basis of image-source simulations. This

approach establishes a direct relationship between environmental

factors, such as the walls’ absorption coefficients, and the level

of reverberation resulting in the considered enclosure; as shown

in this work, this relation is not currently well modeled by clas-

sical reverberation-time formulae. Experimental results show that

the accuracy of the proposed approximation technique allows to

generate a reverberation time in the simulated impulse responses

within a small percentage of the targeted value. In order to test

audio processing algorithms, the proposed method hence provides

researchers with a way of generating realistic-looking impulse re-

sponses whose main parameter of interest, namely the reverbera-

tion level, can be accurately tuned. This consequently ensures that

the algorithms are tested, and performance results are presented,

versus a reverberation level that corresponds more or less exactly

to what was used during the algorithm simulations. The uniformity

of the performance results can thus be guaranteed when compar-

ing the different approaches to a specific audio processing problem

presented by various researchers in different publications.
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